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Introduction Workflow Reproducibility

Video offers a rich source of information about We are exploring several data sources and dimensionality reduction techniques, which give data Reproducibllity iIs an important part of our
behaviour, but “coding” its content for further we can pass to a classifier to predict behaviour. The classifier can be trained using sequential analysis and publishing pipeline:
analysis Is a time consuming and manual frames from the start of the video, or frames chosen at random: + Each stage of the analysis runs in its own
Process. “ — Docker container.

We are developing an "Automated
Behavioural Coding” tool [1] to combine the
skills of humans and computers to transform
the speed and accuracy of coding
behaviours from video.

* We are writing a paper using Knitr [4],
which combines LaTeX and R code.

* A Makefile calls the Docker containers to
Depth data run the analysis steps, compliles the
manuscript and handles the dependencies
between them.
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Experimental Setup
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We use a “spot-the-difference” experiment to | O =1 "™ BE ;“_ | _ . .
develop our approach. 19 participants had - | L el m& CEe Face detection _an_d object trackln_g perform,
to identify differences in images shown cppMT OpenFace SCA Oii;lixture odels on average, similarly, though this masks
simultaneously on a wall mounted TV and a Object tracking [2] Face detection [3] some substantial differences for individual

participants.
Selecting training frames at random

tablet placed on the table in front of them
(part 1), or which they were allowed to hold

as they wished (part 2). Our aim was to DeC|S|On Tree Classrner substantially improves the performance of
determine whether or not the participants ;he classn‘le(; a;ln]rczl redu_c_es thg numbler ofb
were looking at the tablet. We compare our ' Tal . rames needed for training. Our tool can be
approach to manually encoded data, which Seq uentlal Tral Ni ng RandOm Ised used without ground truth data, where the

serves as our ground truth. BENNNENNNNNNRENNRENNRENERENEED user classifies a selection of randomly
Colour video and depth data were collected, o | O Now T -“' o U VS sel_ected frames. we can obtain an
from cameras in front of and to the side of TITITITI T T I T I T estimate of the classifier’s performance

without ground truth data using cross

the participant.
Results validation.

Our analysis so far has focused on the front

facing colour video. Work to include depth data, and to combine
= — part2 part multiple data sources in the classifier is on-
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